
5. Outlier Detection: MAD is often used to identify outliers. If a data point's 
deviation from the median is significantly larger than the MAD, it can be 
considered an outlier. 

6. Robust Data Analysis: In situations where the data contains extreme outliers, 
MAD provides a more reliable measure of central tendency and variability. 

7. Statistical Modeling: In robust regression or other robust statistical models, 
MAD is often used to down-weight outliers and reduce their influence on the 
model’s parameters. 

 

MAD for Standard Normal Distribution 

For a standard normal distribution (mean = 0, standard deviation = 1), the MAD is 
approximately 0.6745 times the standard deviation. 

This property makes MAD a useful tool for comparing the spread of datasets with 
different distributions. 

 

Distribution of Errors in Machine Learning 

The distribution of errors is a key concept in evaluating the performance of a 
machine learning model. Errors refer to the difference between the predicted values 
and the actual values (or ground truth) from a dataset. Analyzing the distribution of 
errors helps in understanding the behavior of the model and can provide insights 
into whether the model is performing well or if there are issues like bias, variance, or 
outliers. 

 

Types of Errors 

5. Bias: This refers to the error introduced by the model's assumptions. High 
bias means the model is too simplistic and underfits the data. Underfitting 
typically occurs when the model cannot capture the underlying patterns in 
the data. 

6. Variance: This refers to the error introduced by the model's sensitivity to 
small fluctuations in the training data. High variance means the model is too 
complex and overfits the data, capturing noise and fluctuations as if they 
were real patterns. 

7. Residuals: The residuals are the differences between the actual values and 
the predicted values, i.e., the errors made by the model. 

Where: 



a. Ei  is the error for the iii-th data point. 
b. Yi  is the actual value. 
c. y^i  is the predicted value. 

8. Outliers: Points that deviate significantly from the general distribution of 
errors can be classified as outliers. They indicate that the model may be 
making significant mistakes for certain instances. 

 

Common Error Distributions 

● Normal Distribution (Gaussian Distribution): 
○ Ideal case: In many regression problems, the errors (or residuals) are 

assumed to follow a normal distribution. This assumption is important 
because many statistical methods, including linear regression, rely on 
the idea that the residuals are normally distributed. 

○ Characteristics: A bell-shaped curve, centered around 0, where most 
errors are small, and fewer errors are large (fewer outliers). 

○ Why is this important? In regression, when the residuals are normally 
distributed, it implies that the model is unbiased and the predictions 
are spread symmetrically around the true values. In this case, 
standard statistical tests like confidence intervals and hypothesis tests 
are valid. 

● Uniform Distribution: 
○ Characteristics: The errors are spread evenly across the range, meaning 

each error value has an equal chance of occurring. 
○ In practice: This is less common for errors in most real-world problems, 

as errors tend to cluster around certain values (such as 0 in regression 
problems), but it can occur in certain cases, like with certain 
classification algorithms. 

● Exponential Distribution: 
○ Characteristics: In some problems, particularly those involving time or 

queuing models (e.g., survival analysis), errors might follow an 
exponential distribution, where small errors are more frequent, and 
large errors become increasingly rare. 

○ In practice: This could occur when the errors represent a natural 
process or phenomenon with a fixed rate of occurrence. 

● Heavy-Tailed Distributions: 
○ Characteristics: Distributions with heavier tails than a normal 

distribution (e.g., Cauchy, Pareto) suggest that large errors (outliers) 
occur more frequently than in a normal distribution. 

○ In practice: If the model's error distribution has heavy tails, it may 
indicate that the model is not able to handle certain extreme cases 
effectively, and outliers have a significant impact on the model's 
performance. 

 



Visualizing the Distribution of Errors 

To better understand the error distribution, various visualizations can be used: 

● Histogram: 
○ Plotting a histogram of the residuals or errors can show the frequency 

of different error values. If the histogram is roughly symmetric and 
bell-shaped, it suggests the errors are normally distributed. 

○ A skewed or non-symmetric histogram might indicate problems with 
model bias or variance. 

● Box Plot: 
○ A box plot can visualize the distribution of errors and identify outliers 

(values that fall outside of the "whiskers" of the plot). 
○ It provides a summary of the median, quartiles, and outliers in the error 

distribution. 
● Q-Q Plot (Quantile-Quantile Plot): 

○ A Q-Q plot compares the quantiles of the error distribution with the 
quantiles of a normal distribution. If the points in the Q-Q plot fall 
along a straight line, it suggests the errors follow a normal 
distribution. 

○ If the points deviate significantly from the line, it suggests that the 
errors are not normally distributed. 

● Residuals vs. Fitted Plot: 
○ A scatter plot of residuals versus fitted values can help identify patterns 

in the errors. 
○ If the errors are randomly scattered around 0, it suggests that the 

model has captured the underlying patterns in the data well. 
○ If there is a pattern (e.g., a curve), it may indicate that the model has 

missed something (such as non-linearity in the data). 

 

Implications of Error Distribution 

● Normally Distributed Errors: If the errors are approximately normally 
distributed, the model is likely making unbiased predictions with random 
errors. This is an ideal situation, especially in linear regression models. 

● Skewed or Non-Normal Errors: If the errors are not normally distributed, it 
might suggest that the model has some bias, such as underfitting (if the 
errors are systematically large in one direction) or overfitting (if the errors 
are erratic and large). It could also suggest that the model is not accounting 
for some important features in the data. 

● Presence of Outliers: If there are large outliers in the error distribution, it 
might indicate that the model is failing to generalize well on certain cases. 
This could be addressed by: 

○ Outlier detection and removal. 



○ Robust modeling techniques, such as robust regression methods, that 
down-weight the influence of outliers. 

● Heavy-Tailed Distributions: If the error distribution has heavy tails, it 
indicates that the model may perform poorly for extreme values and is highly 
sensitive to them. In such cases, techniques such as regularization, robust 
models, or outlier handling may be needed. 

 
 

 


