
if 95% of the data points belong to one class, a model predicting only that 
class would have 95% accuracy without actually being effective. 

6. Cost of Misclassification Varies: In cases where false positives or false 
negatives have different impacts (e.g., medical diagnoses where missing a 
disease is costlier than a false alarm), accuracy doesn’t provide enough 
insight. Precision, recall, or F1 score may be more appropriate to capture 
these differences. 

 

Example of Accuracy Calculation 

Suppose a model is trained to classify emails as either "Spam" or "Not Spam." In a 
test dataset of 100 emails, the model makes 90 correct predictions (70 correctly 
predicted "Not Spam" and 20 correctly predicted "Spam") and 10 incorrect 
predictions. 

The accuracy would be: 

 

This means the model is correct 90% of the time. 

 

Using Accuracy in Model Evaluation 

6. Threshold-Based Tuning: In some cases, adjusting the classification threshold 
can improve accuracy. For example, in a model that outputs probabilities, 
setting a higher or lower threshold for positive classification can improve 
accuracy if misclassifications are concentrated around the threshold. 

7. Cross-Validation: Accuracy may vary based on how data is split for training 
and testing. Using techniques like k-fold cross-validation can give a more 
robust estimate of accuracy by averaging performance across multiple data 
splits. 

8. Comparing Models: Accuracy is helpful for comparing different models on 
the same dataset. Higher accuracy generally indicates better performance, 
provided the dataset is balanced and there aren’t substantial differences in 
the cost of misclassification. 

 
 

Confusion Matrix in Machine Learning 



A confusion matrix is a fundamental tool used to evaluate the performance of a 
classification model, especially when dealing with imbalanced datasets. It provides a 
detailed breakdown of a model's performance by showing the counts of true positive, 
false positive, true negative, and false negative predictions. This matrix helps 
understand how well a model is performing by comparing the predicted and actual 
class labels. 

 

Structure of a Confusion Matrix 

A confusion matrix is typically organized into a 2x2 grid (for binary classification) or 
larger grids (for multi-class classification). Here's a breakdown of the key 
components in a 2x2 matrix: 

 Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

Where: 

● True Positive (TP): The number of instances correctly predicted as positive. 
● False Positive (FP): The number of instances incorrectly predicted as positive 

(Type I error). 
● True Negative (TN): The number of instances correctly predicted as negative. 
● False Negative (FN): The number of instances incorrectly predicted as 

negative (Type II error). 

 

Confusion Matrix for Binary Classification Example 

Let’s consider a binary classification problem where the model is predicting whether 
an email is spam or not spam. 

4. True Positives (TP): Emails correctly identified as spam. 
5. False Positives (FP): Non-spam emails incorrectly labeled as spam. 
6. True Negatives (TN): Non-spam emails correctly identified as non-spam. 
7. False Negatives (FN): Spam emails incorrectly labeled as non-spam. 

For example, in a dataset of 100 emails, the confusion matrix might look like this: 

 Predicted Spam (Positive) Predicted Not Spam (Negative) 



Actual Spam 30 (True Positive) 10 (False Negative) 

Actual Not Spam 5 (False Positive) 55 (True Negative) 

 

Confusion Matrix in Multi-Class Classification 

For multi-class classification, the confusion matrix becomes larger, where each row 
represents the actual class and each column represents the predicted class. Here's 
an example for a 3-class classification problem (e.g., predicting types of fruits: apple, 
banana, orange): 

 Predicted Apple Predicted Banana Predicted Orange 

Actual Apple 50 (TP) 5 (FN) 3 (FN) 

Actual Banana 2 (FP) 48 (TP) 5 (FN) 

Actual Orange 3 (FP) 4 (FP) 46 (TP) 

In this matrix: 

4. Diagonal Elements (TP): Represent correct predictions for each class. 
5. Off-Diagonal Elements: Represent misclassifications (false positives and false 

negatives). 

 

Importance of the Confusion Matrix 

● Detailed Performance Insights: The confusion matrix provides a clear 
breakdown of where the model is making errors (false positives and false 
negatives), which is especially important in situations where false positives or 
false negatives carry different costs. 

● Class Imbalance Handling: In imbalanced datasets, metrics like precision, 
recall, and F1 score derived from the confusion matrix are more useful than 
accuracy because they give a better understanding of model performance on 
each class. 

● Model Improvement: By analyzing the confusion matrix, you can identify 
specific areas where the model is struggling (e.g., it might be misclassifying a 
certain class more often), leading to better-targeted improvements like 
adjusting class weights, re-sampling the dataset, or choosing a different 
model. 



 

Precision and Recall in Machine Learning 

Precision and Recall are two important performance metrics used to evaluate 
classification models, especially when the classes are imbalanced or when the cost of 
false positives and false negatives is significant. 

 

Precision: 

Precision is the ratio of correctly predicted positive instances to the total predicted 
positives. It answers the question: "Of all the instances that were predicted as 
positive, how many were actually positive?" 

● Formula: 

Where: 
○ TP (True Positives): Correctly predicted positive instances. 
○ FP (False Positives): Incorrectly predicted positive instances (instances 

that are actually negative but predicted as positive). 
● Interpretation: 

○ High precision means that when the model predicts a positive class, it is 
very likely to be correct. 

○ Precision is particularly important when false positives are costly. For 
example, in email spam classification, if a legitimate email is 
mistakenly classified as spam (false positive), it could lead to an 
important email being missed. 

 

Recall (Sensitivity or True Positive Rate) 

Recall is the ratio of correctly predicted positive instances to the total actual 
positives. It answers the question: "Of all the actual positive instances, how many 
were correctly identified by the model?" 

● Formula: 

Where: 



○ TP (True Positives): Correctly predicted positive instances. 
○ FN (False Negatives): Incorrectly predicted negative instances 

(instances that are actually positive but predicted as negative). 
● Interpretation: 

○ High recall means that the model is good at identifying positive 
instances and minimizing the number of positive instances that go 
unrecognized (false negatives). 

○ Recall is especially important when false negatives are costly. For 
example, in medical diagnostics, a false negative could mean failing to 
detect a disease, which could have severe consequences. 

 

Precision vs Recall: The Trade-Off 

There is often a trade-off between precision and recall. When you try to improve one, 
the other might decrease. This is because: 

● Increasing Precision: If you set a higher threshold for predicting a positive 
class, the model becomes more conservative and only predicts positives 
when it is very confident. This reduces false positives, improving precision, 
but may also miss some true positives, reducing recall. 

● Increasing Recall: If you lower the threshold for predicting a positive class, 
the model becomes more generous in predicting positives. This increases 
recall, as it captures more actual positives, but may also include more false 
positives, reducing precision. 

 

Example of Precision and Recall Calculation 

Imagine a model that classifies emails as spam or not spam. Out of 100 emails, the 
confusion matrix for the model is: 

 Predicted Spam Predicted Not Spam 

Actual Spam 40 (TP) 10 (FN) 

Actual Not Spam 5 (FP) 45 (TN) 

Using this matrix, we can calculate precision and recall: 

4. Precision: 

 



5. Recall: 

 

 

When to Use Precision or Recall 

● Use Precision when false positives are more problematic or costly. For 
example, in fraud detection, you want to ensure that transactions flagged as 
fraud are truly fraudulent to avoid inconveniencing customers. 

● Use Recall when false negatives are more problematic or costly. For example, 
in medical diagnosis, failing to identify a patient with a disease (false negative) 
is far worse than a false alarm (false positive). 

 

F1 Score in Machine Learning 

The F1 Score is a metric used to evaluate the performance of a classification model, 
especially when dealing with imbalanced datasets where precision and recall might 
differ significantly. It is the harmonic mean of Precision and Recall, providing a 
balance between the two metrics. 

The F1 Score is particularly useful when you need a single metric that considers both 
false positives and false negatives, as it penalizes models that have a large imbalance 
between precision and recall. 

 

F1 Score Formula 

The F1 score is calculated using the following formula: 

 

Where: 

● Precision is the ratio of correctly predicted positive instances to the total 
predicted positives. 

 



○ TP = True Positives (correctly predicted positives) 
○ FP = False Positives (incorrectly predicted positives) 

● Recall is the ratio of correctly predicted positive instances to the total actual 
positives. 

 
○ TP = True Positives (correctly predicted positives) 
○ FN = False Negatives (incorrectly predicted negatives) 

 

Why Use the F1 Score? 

● Class Imbalance: In many real-world scenarios, datasets are imbalanced (e.g., 
fraud detection, disease diagnosis), meaning one class is much more 
prevalent than the other. In such cases, accuracy might be misleading 
because a model can predict the majority class well and still achieve high 
accuracy, but fail to detect the minority class. The F1 score is more 
informative because it considers both precision and recall. 

● Balancing Precision and Recall: The F1 score is useful when you want to 
strike a balance between precision and recall. It is especially important when 
both false positives and false negatives have a significant impact on the task, 
and you want to minimize both. 

 

Example of F1 Score Calculation 

Consider a confusion matrix from a binary classification problem: 

 Predicted Positive Predicted Negative 

Actual Positive 40 (TP) 10 (FN) 

Actual Negative 5 (FP) 45 (TN) 

From this matrix, we can calculate: 

4. Precision: 

 



5. Recall: 

 
6. F1 Score: 

 

So, the F1 Score for this model is 0.842, indicating a good balance between precision 
and recall. 

 

Receiver Operating Characteristic (ROC) Curve and 
AUC 

The Receiver Operating Characteristic (ROC) curve and Area Under the Curve (AUC) 
are essential tools for evaluating the performance of binary classification models. 
They help assess the trade-offs between different types of errors (false positives and 
false negatives) and visualize the model's performance across various thresholds. 

 

ROC Curve (Receiver Operating Characteristic Curve) 

The ROC curve is a graphical representation that illustrates the diagnostic ability of a 
binary classifier as its discrimination threshold is varied. It plots the True Positive 
Rate (TPR) against the False Positive Rate (FPR) at different threshold settings. 

● True Positive Rate (TPR), also known as Recall or Sensitivity: 

 
○ TP = True Positives (correctly predicted positive cases) 
○ FN = False Negatives (incorrectly predicted negative cases) 

● False Positive Rate (FPR): 

 
○ FP = False Positives (incorrectly predicted positive cases) 
○ TN = True Negatives (correctly predicted negative cases) 

Interpretation of the ROC Curve 


