
● Minimum Samples Split (min_samples_split): The minimum number of 
samples needed to split an internal node. Higher values can prevent the tree 
from growing too complex. 

● Number of Features (max_features): Controls the number of features to 
consider at each split. Lower values introduce more randomness and reduce 
correlation among trees. 

● Minimum Samples per Leaf (min_samples_leaf): The minimum number of 
samples required to be in a leaf node. Setting a higher value can smooth 
predictions and reduce overfitting. 

 

Applications of Random Forest 

● Classification: Commonly used for spam detection, fraud detection, and 
medical diagnosis due to its high accuracy and robustness. 

● Regression: Useful in real estate price prediction, stock market forecasting, 
and demand forecasting. 

● Feature Selection: Random Forest can evaluate feature importance, helping 
identify the most relevant features for predictive modeling. 

● Anomaly Detection: Effective in detecting outliers in network security, 
finance, and quality control. 

 

Example of Random Forest for Classification 

Imagine using a Random Forest to classify types of flowers based on their petal and 
sepal dimensions: 

3. Create Bootstrap Samples: Multiple random samples are created from the 
dataset. 

4. Build Trees with Random Features: Decision trees are built independently, 
with each one choosing random subsets of features (like petal length and 
sepal width). 

5. Make Predictions: Each tree votes for a type of flower. 
6. Aggregate Results: The final classification is determined by the majority vote 

of all trees. 

 

Model Evaluation in Machine Learning 

Model evaluation is the process of assessing the performance of a machine learning 
model to determine how well it generalizes to unseen data. Evaluation metrics 
provide a quantitative measure of a model’s accuracy, precision, recall, and other 



performance aspects, helping practitioners understand a model’s strengths, 
weaknesses, and suitability for a specific task. 

Model evaluation techniques vary depending on the type of task (e.g., classification, 
regression) and the goal of the model. Below are some common evaluation methods 
and metrics used across different machine learning applications. 

 

1. Types of Evaluation Metrics 

For Classification Tasks: 

● Accuracy: The ratio of correctly predicted instances to the total instances. 
Suitable for balanced datasets but may be misleading for imbalanced data. 

 
● Precision: The ratio of true positives to the sum of true positives and false 

positives. Useful when false positives are costly. 

 
● Recall (Sensitivity): The ratio of true positives to the sum of true positives 

and false negatives. Essential when false negatives are costly. 

 
● F1 Score: The harmonic mean of precision and recall. Useful for imbalanced 

datasets, providing a balance between precision and recall. 

 
● ROC-AUC Score (Receiver Operating Characteristic - Area Under Curve): 

Measures a model's ability to distinguish between classes. A higher AUC 
indicates better separability. 

 

For Regression Tasks: 



● Mean Absolute Error (MAE): The average absolute difference between 
predicted and actual values. It provides a straightforward measure of error. 

 
● Mean Squared Error (MSE): The average squared difference between 

predicted and actual values. It penalizes larger errors more heavily. 

 
● Root Mean Squared Error (RMSE): The square root of MSE, bringing the units 

back to the original scale of the data. 

 
● R-squared (R²): Measures the proportion of variance in the target variable 

explained by the model. Ranges from 0 to 1, with values closer to 1 indicating 
a better fit. 

 

 

2. Model Evaluation Techniques 

● Train-Test Split: 
○ Divides the dataset into training and testing sets. The model is trained 

on the training set and evaluated on the testing set. Common splits 
are 70-30 or 80-20. 

● K-Fold Cross-Validation: 
○ The dataset is divided into k equal-sized folds. The model is trained on 

k-1 folds and tested on the remaining fold. This process is repeated k 
times, and the average performance across all folds is used. Common 
values for k include 5 or 10. 

● Stratified Cross-Validation: 
○ Similar to k-fold cross-validation but maintains the class distribution in 

each fold, useful for imbalanced datasets. 
● Leave-One-Out Cross-Validation (LOOCV): 

○ A special case of k-fold cross-validation where k equals the number of 
instances in the dataset. Each instance serves as a single test case, 
and the model is trained on all other instances. LOOCV is 
computationally intensive but provides a thorough evaluation. 



● Holdout Validation: 
○ The dataset is split into training, validation, and testing sets. The model 

is trained on the training set, validated on the validation set, and the 
best-performing model is evaluated on the test set. 

 

Performance Measurement of Models in Terms of 
Accuracy 

Accuracy is one of the most commonly used metrics to evaluate the performance of 
a machine learning model, especially for classification tasks. It is defined as the ratio 
of correctly predicted instances to the total instances in the dataset. 

The formula for accuracy is: 

 

Accuracy measures the percentage of predictions the model gets right out of all 
predictions it makes. It is straightforward and useful for getting an initial idea of a 
model’s performance, but its effectiveness varies depending on the characteristics of 
the dataset and the application. 

 

When to Use Accuracy as a Performance Metric 

Accuracy is suitable for: 

● Balanced Datasets: When each class has roughly the same number of 
instances, accuracy provides a good measure of performance, as it reflects 
the overall correct predictions. 

● Simple and Quick Evaluation: For simple classification tasks, accuracy offers a 
clear and easy-to-understand measure without complex calculations. 

 

Limitations of Accuracy 

While accuracy is useful, it may not be ideal for all scenarios, especially when: 

5. The Dataset is Imbalanced: For datasets where one class is significantly more 
prevalent than others (e.g., fraud detection where fraud cases are rare), 
accuracy can be misleading. A model might achieve high accuracy by simply 
predicting the majority class but fail to detect the minority class. For example, 



if 95% of the data points belong to one class, a model predicting only that 
class would have 95% accuracy without actually being effective. 

6. Cost of Misclassification Varies: In cases where false positives or false 
negatives have different impacts (e.g., medical diagnoses where missing a 
disease is costlier than a false alarm), accuracy doesn’t provide enough 
insight. Precision, recall, or F1 score may be more appropriate to capture 
these differences. 

 

Example of Accuracy Calculation 

Suppose a model is trained to classify emails as either "Spam" or "Not Spam." In a 
test dataset of 100 emails, the model makes 90 correct predictions (70 correctly 
predicted "Not Spam" and 20 correctly predicted "Spam") and 10 incorrect 
predictions. 

The accuracy would be: 

 

This means the model is correct 90% of the time. 

 

Using Accuracy in Model Evaluation 

6. Threshold-Based Tuning: In some cases, adjusting the classification threshold 
can improve accuracy. For example, in a model that outputs probabilities, 
setting a higher or lower threshold for positive classification can improve 
accuracy if misclassifications are concentrated around the threshold. 

7. Cross-Validation: Accuracy may vary based on how data is split for training 
and testing. Using techniques like k-fold cross-validation can give a more 
robust estimate of accuracy by averaging performance across multiple data 
splits. 

8. Comparing Models: Accuracy is helpful for comparing different models on 
the same dataset. Higher accuracy generally indicates better performance, 
provided the dataset is balanced and there aren’t substantial differences in 
the cost of misclassification. 

 
 

Confusion Matrix in Machine Learning 


