
 

Applications of Supervised Learning 

● Image Recognition: Identifying objects, animals, or faces in images. 
● Spam Detection: Classifying emails as spam or not spam. 
● Sentiment Analysis: Analyzing text to determine sentiment (positive, 

negative, neutral). 
● Medical Diagnosis: Predicting diseases or conditions based on patient data. 
● Financial Forecasting: Predicting stock prices, sales, or economic indicators. 

 

k-Nearest Neighbors (k-NN) 

k-Nearest Neighbors (k-NN) is a simple, yet effective supervised learning algorithm 
used for classification and regression tasks. It is based on the idea that similar data 
points are often close together, or “neighbors,” in the feature space. The algorithm 
classifies a new data point by looking at the kkk nearest data points in the training 
set and making a decision based on their labels or values. 

 

How k-NN Works 

1. Choose a Value for k: Select the number of neighbors, k, which is usually a 
small, odd number (e.g., 3 or 5) to avoid ties in classification tasks. 

2. Calculate Distances: For a new data point, calculate the distance between it 
and all points in the training dataset. Common distance measures include: 

○ Euclidean Distance: The most common distance metric for k-NN, 
calculated as: 

 

○  where xi and yi are the values of each feature for the two points. 
3. Identify the k Nearest Neighbors: Sort the distances and select the k closest 

data points. 
4. Make a Prediction: 

○ For Classification: The new data point is assigned the class that is most 
common among the k neighbors (majority voting). 

○ For Regression: The prediction is the average of the k neighbors’ values. 

 



Example of k-NN Classification 

Suppose we have a dataset of points labeled as Apples and Oranges, based on 
features like weight and color. To classify a new fruit with k-NN: 

1. Set k=3 
2. Calculate the distance between the new fruit and each data point in the 

training set. 
3. Identify the 3 closest points (neighbors). 
4. Assign the new fruit the most common class among these 3 neighbors. 

If the majority of these neighbors are labeled Apples, the algorithm will classify the 
new fruit as an Apple. 

 

Choosing the Value of k 

The choice of k can impact the performance of k-NN: 

● Small k: Makes the model more sensitive to noise in the data, potentially 
leading to overfitting. 

● Large k: Results in smoother decision boundaries but may ignore small 
clusters or nuances, potentially underfitting. 

A common approach is to experiment with different values of kkk and choose the 
one that yields the best performance on a validation dataset. 

 

Advantages of k-NN 

● Simplicity: k-NN is straightforward to understand and implement. 
● No Training Phase: The algorithm doesn’t have a training phase, which can 

save time. It simply stores the data and makes predictions based on it. 
● Adaptability: Works well with both classification and regression tasks, as well 

as multiclass classification. 

 

Disadvantages of k-NN 

● Computationally Intensive: k-NN can be slow for large datasets since it 
computes the distance between the new point and all training points each 
time a prediction is made. 

● Storage Requirements: k-NN requires storing the entire training dataset, 
which can be memory-intensive. 



● Sensitive to Irrelevant Features: If the dataset has irrelevant or highly 
variable features, they can distort distance calculations and lead to poor 
performance. 

 

Applications of k-NN 

● Recommender Systems: k-NN can be used to recommend items based on 
similarity with other users or items. 

● Image and Text Recognition: k-NN is often used in pattern recognition tasks, 
such as handwriting or facial recognition. 

● Medical Diagnosis: Helps in classifying patients based on symptoms or 
medical imaging features. 

 

Naïve Bayes 

Naïve Bayes is a probabilistic machine learning algorithm based on Bayes' Theorem. 
It is mainly used for classification tasks and is especially popular in text classification, 
spam detection, and sentiment analysis. The “naïve” part of Naïve Bayes comes from 
the assumption that all features are independent of each other, which is rarely true 
in real-world data but simplifies calculations and often yields good performance. 

 

How Naïve Bayes Works 

Naïve Bayes calculates the probability of each class given the input features and 
classifies the input by choosing the class with the highest probability. The formula 
relies on Bayes’ Theorem: 

 

where: 

● P(C∣ X) is the posterior probability (probability of class C given feature set X), 
● P(X∣ C) is the likelihood (probability of observing features X given class C), 
● P(C) is the prior probability of class C, 
● P(X) is the evidence (probability of observing feature set X across all classes). 

To classify a new instance, Naïve Bayes calculates P(C∣ X) for each class and assigns 
the class with the highest probability. 


