
 
 

Representing a Dataset 

In data science and machine learning, a dataset is typically represented as a table or 
matrix structure where rows and columns hold specific types of information: 

1. Rows (Observations or Samples): Each row represents a single instance or 
observation. For example, each row could correspond to a single person, 
product, or transaction in the dataset. 

2. Columns (Features or Variables): Each column represents a particular feature 
or attribute describing the instances, like age, salary, or product category. 

 

1. Tabular Representation 

Consider a dataset of customer information with the following features: Customer ID, 
Age, Income, and Purchase Amount. 

Customer ID Age Income Purchase 
Amount 

1 25 45000 200 

2 30 52000 150 

3 22 48000 300 

Here: 

● Each row represents one customer. 



● Each column represents a feature: Customer ID, Age, Income, or Purchase 
Amount. 

 

2. Matrix Representation 

The tabular dataset can also be expressed as a matrix X where each row is a vector 
of feature values for each observation. 

For example, the data above can be represented as: 

 

Where: 

● Each row vector [25,45000,200] represents an instance with values for Age, 
Income, and Purchase Amount. 

● The dataset's dimensions are m×n, where m is the number of observations 
and n is the number of features. 

 

3. Feature Matrix and Label Vector 

In supervised learning, we often have a feature matrix X\mathbf{X}X and a label 
vector y\mathbf{y}y for target values: 

● Feature Matrix X\mathbf{X}X: Contains the values of all features. 
● Label Vector y\mathbf{y}y: Stores target values associated with each 

observation. 

For example, in a classification task where the goal is to predict whether a customer 
made a purchase (Yes or No), the data could look like this: 

Age Income Purchase Amount Purchase 
(Yes/No) 

25 45000 200 Yes 

30 52000 150 No 

22 48000 300 Yes 



Here: 

● Feature Matrix (X): 

 
● Label Vector (y): 

 

Data Preprocessing in Machine Learning 

Data preprocessing is a critical step in machine learning that involves transforming 
raw data into a clean, structured format that can be effectively used by algorithms. 
Proper preprocessing improves the model’s performance, accuracy, and training 
speed, as well as helping to eliminate noise and irrelevant data. 

 

Steps in Data Preprocessing 

1. Data Cleaning 
○ Handling Missing Values: Missing data can be managed by: 

■ Removing rows or columns with missing values. 
■ Imputing missing values with statistical measures like mean, 

median, or mode. 
■ Using algorithms that can handle missing values directly. 

○ Outlier Detection and Removal: Outliers, or extreme values, can skew 
results. These can be detected and either removed or adjusted to 
avoid negatively impacting the model. 

○ Handling Inconsistent Data: Fixing errors in data entry, such as wrong 
formats, duplicate entries, and incorrect data types, is essential for 
maintaining data quality. 

2. Data Transformation 
○ Normalization: Scales the data to a range of [0, 1] or [-1, 1] to bring 

features to a common scale, useful for distance-based algorithms like 
K-Nearest Neighbors (KNN). 

○ Standardization: Transforms data to have a mean of 0 and a standard 
deviation of 1, helpful for algorithms that assume normally distributed 
data, such as linear regression and logistic regression. 

○ Encoding Categorical Data: Machine learning algorithms require 
numerical input, so categorical data must be converted: 


