11.7 MATRIX OF LINEAR MAPPING

With every linear mapping from a finite dimensional vector space to another
finite dimensional vector space is associated a matrix, called its matrix

representation.
In this section, we shall discuss only how to determine the matrix associated

with a linear mapping. This matrix depends essentially on the basis of the two
vector spaces and also on the order on which the vectors of the bases are

taken. Unless otherwise mentioned we shall always take the standard basis for
the vector space R”, given by {1, 0,0, ..., 0), (0, 1,0, ..., 0), ..., (0, O, ..., 1)}.

Matrix representation of a linear mapping: Let ¢ : V' — W be a linear
mapping where ¥ and W are both finite dimensional vector space over R and

the dimension of V, W are n, m respectively.
Let B, = {0, O, CL3; ... 0, } be an ordered basis of ¥ and B, = {B,, B3,,
....3} be an ordered basis of W.

Since ¢ is linear transformation from V to W, then each of the » vectors
o(ct,), O(ct,) ... &(a, ), can be expressed uniquely as a linear combination of B, =

{B.B,..B,}.
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@,) = ay, B, + ay, ot s ¥ Ay B, where a;; € R

i
~. The scalars a, Gy, s Gy 31 the coordinates of §(av),j = 1,2, ...

This is the coordinate vector of ¢(0tj) relative to the order basis B,

(an a2 - ap )

a a R | 5 .
o shiatri A= ?1 ?2 %" is called the matrix of ¢ relative to

Ay 9m2 - Amn
the ordered basis of B, and B,.
Let Yy=x,0 tx0*+..tx, 0, be an arbitrary vector of V' and
let ¢ (V)=x Bl T, Bz oo TV, Bms X,V € R
Now, 0 () =0 (x; 0y +x, 0p + ... T X, o.,,)
=x; (o) +x 0(0)+ .. tx, 9 (o) (" ¢ 1s linear) -
=x, (ay, By +ay By + o+ ayB,) +x; (@ By + ay By ‘
+ oka, Bayw e (el g, Byt t a B, ]

=(qya tx apt tx, a,) B t(xay txna;t T

aznxn)Bz Tt (x] aml + x2 am2 + .t xnamn)BM A

Since {B,, B, ... B,,) is linearly independent set,
hwEapxtapxt..ota,x,
Vy=ayXxytayxt.ta,x,

...................
.....................................

ymzaml'xl+an12x2+---+a X

The above system of equation can be written as ¥ = AX
Y (@ ay . a,) .
where ¥ =72 ;AT AR e Gy dX "
: , | . and X'= | |
y
m ) B e gy \ Xn

? and X is the co-ordi > i ¢
| ordinate vector of an arbitrary element y in ¥ relative (0 58
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ordered basis {a}, ), ... o ot and Yis the co-ordinate vector of ¢(y) in W relative
to the ordered basis {p,, Bz, Py,

Then Y = AX is called the matrix representation of the linear mapping ¢
relative to the chosen ordered basis of ¥ and W.

Example 1: A linear mapping ¢ : R?> — R? is defind by ¢ (X[, X5, %3) = (3x, -

2x, X3, X — 3%, — 2x3), (x}, X,, x3) € R>. Find the matrix of ¢ relative to the
ordered bases

() (1,0,0),(0,1,0), (0,0, 1) of R? and (1, 0), (0, 1) of R?
(i) (0,1,0),(1,0,0) (0,0, 1) of R*and (0, 1) (1, 0) of R?
@ii) (0,1,1),(1,0,1) (1, 1,0) of R* and (1, 0) (0, 1) of RZ.
Solution: (i) Now ¢ (1, 0, 0)=(3, 1)=3(1, 0) + 1(0, 1)
¢(0,1,0)=(-2,-3)= - 2(1,0) + (- 3) (0, 1)
$(0,0,1)=(1,-2)=1(1,0) + (- 2) (0, 1)

. The matrix of ¢ = G’ :§ __21)

(if) Now, §(0, 1, 0) = (- 2,-3) =-3(0, 1) + (- 2) (1, 0)
®(1,0,0)=(3,1)=1(0, 1) +3(1, 0)
®(0,0,1)=(1,-2)=-2(0,1) + 1(1, 0)

The matrix of ¢ = (:g 31 i J

(#ii) Now, (0, 1,1)=(-1, -5)—~—I(1,0)—5(0,1)
¢(1,0,1)=(4,-1)=4(1,0)-1(0, 1)
o1, 1, 0)=(1,-2) = 1(1, 0) - 2(0, 1)

R o -1 4 1
. The matrix of ¢ R W

Example 2: A linear mapping ¢ : R® - R?is deﬁned by ¢ (x), x5, x;) =
(2x) + x, = Xy, X, + 4Xq, X, = X, + 3Xy), (X}, X5, X;) € R?, Find the matrix of ¢
relanvc to the ordered bases

(i) (1,0,0),(0,1,0),(0,0,1)of R?;

(if) (0,0, 1),(1,0,0), (0, 1,0) of R

(iii) (0,1,1),(1,0,1),(1, 1,0) of R?.
Solution: (i) Now, ¢ (1, 0, 0)=(2,0, 1)=2(1,0,0) + 0(0, 1, 0) + 1(0, 0, 1)

r
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¢ (0,1,0) =(1,1,-1)=1(1,0,0)+ 1(0,1,0)- 1 (0,0, 1
¢ (0,0,1) =(-1,4,3)=—(1,0,0)+4(0,1,0)+3 (0,0, 1

i
Thematrixofcb=[0 1 4J
1 -1 3

(i) Now,  6(0,0,1) =(-1,4,3)=3(0,0,1)-1(1,0,0)+4(0, 1,0)
¢(1,0,0) =(2,0,1)=1(0,0,1)+2(1,0,0)+0(0, 1,0)
6 (0,1,0) =(1,1,-1)=-1(0,0, 1)+ 1(1,0,0) + 1(0, 1, 0)

{7370 <1
Thematrixofq)=L~—1 2 1J
4000

i) Now, (0,1,1)=(0,5,2)= 57(0, Py %(1,0, I+ -;- (1,1,0)

7

0(1,0,1) =(1,4,4) = 5(0,1,1)+ -

2
¢(1,1,0)=(3,1,00=-(0,1, ) + 1(1,0, 1) +2(1, 1,0)

(1,0,1)+ 2 (11,0

(T
22
: § e, T |
. The matrix of ¢ = Ty 1
31 :
T i
g )

[ (0,5,2)=¢;(0,1,1)+¢, (1,0, 1)+¢y(1,1,0)
o (0,5,2)=(c, t¢5 ¢t ey, 00+ 0y)
= O=cz+c3,c,+c3=5,c|+cz=2
" Cz="-'c3 and(cl-{_cj)_—(c} +02)=5—2=C3—“02=3:=>2€3:3
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Example 3: The matrix of a linear mapping ¢ : R> — R? relative to the ordered

1.2 4
haSCS(OJ,1),(1,0,1),(1,1,0)0fR3and(1,0),(1,l)ofRzis[2 ; OJ.Findq).

Solution: Now ¢ (0,1,1) =1(1,0)+2(1,1)=(3,2)
¢ (1,0,1) =2(1,0)+1(1,1)=(3, 1)
¢ (1,1,0) =4(1,0)+0(1, 1)=(4, 0)

Let(x,y,z) e R3 andlet (x,y,2)=¢, (0,1,1) +¢, (1,0, 1)+ ¢, (1, 1,0)

or o (y,2)= (cyteq, et €3, ¢, ¢y)

Then x=cytey,y=c tepz=e, + ¢, which gives the solution
1
e o m Uitzag) e = l(z+x-y) and ¢, = —1-(x+y—z)
2 2 2
¢(x,y,2) =c] ¢ (0’ 1: 1)+C2¢(1509 l)+c3¢(13 190)
=e (3,2)+c2(3,1)+c3(4,0)
=(Bc; *+3c, +4cy,2¢, + cy)

~(2 gz S @)+ 2etyea), (20

é—f2+x—y))

=(2x+2y+z, % (-x+y+3z)

1
- Gisgivenby ¢ (x, y,2) = [2x+2y +z,5(-x+y+ 3z)),(x,y,z)e R,

o~ -

ik

V2
ol

V2 V2 ]
means of the transformation X = AY that (x} + xg) is transformed to (y} + »3)
Solution: We have X = AY

W O
Example 4: If4 = G (xl] and ¥ = ( )’2} then verify by

X2

Sl -

— -

o il Pl

- [IIJZ V2 p. (MJ: J2 V2
O U B L W [

gl NI




420 Mathematics-f

1
Xy = E 0 =»2)

1
LR 0 +y,)
1 g Doz 2
xi+x] = E[(yl ‘}’2)2 +(n + ) ]=E(2y1 +2y7)

=071 -»)-
Example5: Obtain the matrix of the linear mapping ¢ where
() ¢:R> > R3isdefined by ¢ (x,y,2)=(x+2y—2z,x+2,y+22).
(i) ¢: R3 — R?is defined by ¢ (x, y,2) = (x+y +2z,3y-22).
(iii) ¢:R?— R*isdefinedby ¢ (x,»)=(2x+y, x—y,y,x+3y).
Solution: Since the bases have not been mentioned, we work with the standard

bases.
(/) We first note how the basis vectors are transformed.

®(1,0,0) =(1+2.0-0,1+0,0+2.0)
=(1,1,0)=1(1,0,0)+1(0,1,0)+0(0,0, 1)
00,1,0)=(0+2.1-0,0+0,1+2.0)=(2,0,1)
=2(1,0,0)+0(0,1,0)+1(0,0,1)
6(0,0,1) =(1+2.0-1,0+1,0+2.1)=(-1,1,2)
' =_1(1,0,0)+ 1(0,1,0) +2(0, 0, 1)

Hence, the matrix of the linear mapping ¢ is given by

(1 .2 =1

M(¢)=L1 0 1J.
0.1 2

Note that the coefficients in the linear expression of the transformed vectd
have constituted the columns of the matrix.

(i) Hered(1,0,0)=(1+0+2.0,3.0-2.0)=(1,0)
=1(1,0)+0(0, 1)
0(0,1,0) =(0+1+2.0,3.1-2.0)=(1,3)
=1(1,0)+3(0, 1)
®(0,0,1) =(0+0+2.1,3.0-2.1)
=2(1,0)-2(0, 1)
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Hence, M () = (; ; 3

(7ii) Here ¢(1,0) =(2.140,1-0,1+3.0)=(2,1,1)
=2(1,0,0)+1(0,1,0)+1(0,0, 1)
1,0)=2.0+1,0-1,0+3.1)=(1,~1,3)
=1(1,0,0)-1(0, 1, 0) + 3(0, 0, 1)
(2471

Hence, M(0) = [1 —lJ :
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